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Team Structure Introduction

IT——
i

Mike Le

-Experiences:13 years

-Work history: VNPT—Sun*—FPT—SOTATEK,

-Biggest Clients:

+ Alcatel Lucent (Nokia) (Mobifone Intelligent Billing Network )
+Genesys:(ACB Bank Contact Center & Home Credit Contact
Center)

-Experiences:12 years

*Work history: VNPT—CMC Global—-SOTATEK,

-Biggest Clients:

+ Alcatel lucent (Nokia) (Mobifone Intelligent Billing Network )
+ Genesys:(ACB Bank Contact Center)

Rafael Nguyen

£

| s
Lucas Le Donny Tran Mark Nguyen
i . -Experiences: 9 years
-Experiences:8 years -Experiences :7 years -Work history:NAL

-Work history:NCC
ASIA—SOTATEK,
-Biggest Clients:

+ Yogiyo (SRE Lead)
+ BizflyCloud - (Infra
Lead)

-V\{ork history:NCC JSC—CMC —»SOTATEK
Asia —-SOTATEK. -Biggest Clients:

-Biggest Clients: + VN Gas Company:
+ X-Al Technology (SA (DevOps Lead)

& Devops Lead) + Chain.com (DevOps
+ Kaia (Kaytn): Lead)

(Devops Lead) + CloudMile (DevOps)

DevSecOps Team
Donny

Team Structure

Director
Mike Le
Technical Manager
Rafael Nguyen

Operation
Services Team
Lucas

Migration Team
Mark
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Cloud Division Capacity

Key Services

Our objective is to:
e Ensure a well-architected design for our clients’ IT infrastructure
e Enable seamless operations and minimizing risks ClOUd DevseCOpS
- Technical
. Assessing the current environment, identify gaps, and ConSU It I ng S .
Consulting suggest best practices and innovative solutions to meet ervice
organizational goals.
Planning Determining resource allocation, budgeting, timelines,
assessing risks, and processes. CIOUd CIOUd
Installing new resources, configuring software, Operation Migrqtion
Implementing integrating systems, and ensuring all components work . .
~ together seamlessly. Services Services
Operating Monitoring, troubleshooting, and ensuring security and
compliance.

20 30 8 3 5

Cloud DevOps Site Reliability Security MLOps
Engineers Engineers Engineers Engineers Engineers




Cloud in Software Delivery model

| | |
Business Architecture
Basiness . Direction . Client b Governance 2 |
s o : — v
Flanning ) REGEIEment 32) Solution & Development:
4 4 o Cloud Infrastructure SA for pre-
: sale phase
\vv .
Resources 2 Boeratiohal ° Ir.1frastructure planning
Direction Delivers
5.1) Solution & e DevOps Role: CI/CD, Automation,
’:OdIUIC‘t R 5 Sgi‘r‘:zt‘i:;d Development leverage cloud services etc.
ot | e Cloud SA: Consulting, Audit
environment etc.
Operation
Cloud PR
Divisién e SRE: Monitoring, operate your
Cloud v product 24/7
Division " 1 Management
Delivers Project Governance
Operation < > b
M ¢ = Management =
anagemen B R
Delivers

Cloud
Division
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Cloud Division’s Technology

Landscape

* Main & Frequent Technologies

Layer

Development support functions

APPLICATION

PLATFORM & CONTAINER AS A SERVICE

AWS Elastic Beanstalk, Azure App Service,
Azure Web Static, GCP App Engine, Vercel

ORCHESTRATOR &
MANAGEMENT

Karpenter, KEDA,

Mobile

Jenkins, Github
Action, Gitlab CI,
Circle Cl, Travis Cl,
Azure Devops,
Codepipeline,
Codebuild,

______________

SCA

Trivi, Black
Duck

SAST

SonarQube

DASH

OWASP
ZAP, Burp
Suite

AWS, GCP, AZURE, Red Hat

Cloudformation,
Pulumi, Python CDK,
ARM, Crossplane

’
ECS, EKS, AKS, GKE Knative | K8S i
| Helm, ArgoCD, Flux |
N e e e e e 2 7
laC
INFRASTRUCTURE
Terraform,

CLOUD SECURITY

Threat Detection
Inspector, Guard duty, Security Hub

Data Protection
KMS, Secret Manager, Vault, Macie

Traffic Protection
Waf, Network Firewall

_______________________________

OBSERVABILITY

\

1
Logging '
ELK, Fluentd, !
Loki |

;

Monitoring |
Zabbix, '
Prometheus, !
Grafana |

1

Tracing
Open
Telemetry,
Jaeger, Tempo,
Pyroscope

3rd
Datadog,
Newrelic

_____________




DevOps Practice Requirements Version Control

DevOps Practice.

C I OUd DiViSion 1D Requirement Description

Organizational Change

Source Control

Evidence must be in the form of demonstration and/or detailed
PRVCL-001 description of how AWS Partner sets up source control systems for -
customers transforming to DevOps approaches

Customer Assessment of Internal Organization
© o RO Co0 Evaluates customer’s internal organizational structure as basis for Microservices
u I e I n e providing organizational recommendations to move to DevOps

Best practice

approaches and methodologies.

hodology for Of izati Change
a methodology and processes to recommend organizational changes,
including identification of plans for various departments (Legal,
Finance, HR, and Sales) and addressing the importance of executive

PROC-002

Infrastructure as COde Container Services/Serverless Computing

evaluated and has methodologies to build and deploy microservices
PRMSC-001 |architectures leveraging containers or serverless computing. N

My Drive > Docs Templates > DevOps Competency ~ &

Evidence must be in the form of documentation of AWS Partner’s
‘ Type ~ | ‘ People v ‘ ‘ Modified ~ ‘ Developers and systems administrators should have an easy way to
b o o ’ PRIAC-001 |\ 2te and manage a collection of related AWS resources,

provisioning and updating them in an orderly and predictable

Name Configuration Management
process to automatically collect software inventory, apply OS

B v » PRIAC-002 | - tches, create system images, and configure Windows and Linux c"';‘: :"‘I’l NF“'{'"" M"’“i“ﬁ"sf A
Icroservices " . methodologies leveraging essential cloud and network monitoring .
operating systems. If EC2 Systems manager is not leveraged, Partner PRMLO-001 services such as Amazon CloudWatch.

Policy as Code

cICD PRIAC-003 !’artner has prr?cesseAs anq methodologie§ to ccfnduct AWS resource Distributed Tracing
inventory, configuration history, and configuration change methodologies leveraging AWS X-Ray to Analyze and debug
notifications to enable security and governance. If AWS Config is not PRMILO-002 production, distributed applications.

Version Control . - . .

Continuous Integration/Continuous Delivery CI/CD ‘Activity and API Usage Tracking
TR methodologies for APl and Activity usage tracking via AWS CloudTrail

0 izati to record AWS API calls and deliver log files.
rganization

Platform as a Service

Security
Orchestration to Run and Manage Web Apps
deep understanding of and leverages AWS Elastic Beanstalk as an
PaaS(Platf Service) Software Relea§e Workflows . . PRPAS-001 |, chestration platform to handle deployments from capacity
aa ( attorm as a service processes to build, test, and deploy code every time there is a code i load balancing, ling to lication health

PRCICD-001

change, based on pre-defined release process models. AWS Partner
may leverage AWS CodePipeline or equivalent.
Logging and Monitoring Build and Test Code

processes to compile source code, run tests, and produce software
packages that are ready to deploy. As part of this process, processes

Security

PRCICD-002
1aC ( Infrastructure as Code ) that support provisioning, managing, and scaling servers according to Communication of DevSecOps Best Practices ]
needs. AWS Partners may leverage AWS CodeBuild or equivalent. pRSEC.001 | AWS Partner ensures customers understand AWS security processes .

and technologies as outlined
amazon. i ity-identity-compli




Cloud Division Al

[+

35 repositories

A S c O d e tf-mod-aws-codepipeline Private

OHCL - ¥ 0 - Y¥0 . (D0 - 110 - Updated last week

Everything

Terraform module which creates ECS (Elastic Container Service) resources on AWS.
@HCL - ¥ 0 - Y¥0 - (D0 - I 0 - Updated last week

sample-project-ecs-s3-cf / main.tf (3 tf-mod-aws-route53 Private

@HCL - ¥ 0 - Y0 - (D0 - §10 - Updated last month

2 Sotatek-ThaiDo Add ecr IMMUTABLE

tf-mod-aws-codebuild  Private

[ Code ‘ Blame 257 lines (233 loc) 7.05 KB & Code 55% faster with GitHub Copilot

Batioind? @HCL - ¥ 0 - Y¥0 - OO0 + 110 - Updated on Oct 25
1 module “vpc" {
2 source = "git@github.com:sotatek-cloudteam/tf-mod-aws-vpc.git//7ref=ve.0.4" tf-mod-aws-ecr Private
3 #source «+/../modules/tf-mod-aws-vpc"
4 name = "S{var.env}-s{var.project}-vpc" OHCL - %0 - Y70 - OO0 - 110 - Updated on Oct 24
5 team = var.team
6 project = "s{var.project}" =
= tf-mod-aws-s3-cf Private
g CAdrZblock==5410:9:9.0/167 Terraform module which creates S3 static page and CloudFront resources on AWS.
9 azs = ["us-east-1a", "us-east-1b"]
10 public_subnets = { @HCL - ¥ 0 - Y¥0 : (D0 - §10 - Updated on Oct 23
11 name public"
12 cidr_blocks = ["10.0.0.0/24", "10.0.1.0/24"] -
13 ¥ tf-mod-aws-vpc Private
14
i SR S @HCL - ¥ 0 - Y¥0 . (D0 - 130 - Updated on Oct 22
16 name = “private”
17 cidr_blocks = ["10.0.2.0/24", "10.0.3.0/24"] tf-mod-aws-packer Private
18 }
19 3 Using packer to build custom-based AMI
20
21 aodiie aE. 4 OHCL - ¥ 0 - %0 - D0 - §10 - Updated on Oct 21
22 source = "../../modules/tf-mod-aws-ecr"
23 #source = "git@github.com:sotatek-cloudteam/tf-mod-aws-ecr.git//?ref=ve.0.0" i i i Private
24 team = var.team tf mOd aws=ssm
25, project =‘varsproject AWS SSM terraform modules
26
27 name = "s{var.env}-§{var.project}-ecr" @HCL - ¥ 0 - Y¥0 . (D0 - §10 - Updated on Oct 18
28 image_tag_mutability = "IMMUTABLE"
29 enable_scanning = true .
30 aws_account_ids = [ tf-mod-aws-ec2  Private
- ]"5“"‘”-“““""‘—1‘”" @HCL - ¥ 0 - Y¥0 - OO0 - §30 - Updated on Oct 17
32
33 enable_life_cycle_policy = true

tagWildcard = ["be-apix","fex"] tf-mod-aws-lb Private

@HCL - ¥ 0 - %0 - (D0 - §10 - Updated on Oct 16
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SERVICE OFFERING

@)

%_il!

e Q&

DEVOPS

Cloud DevSecOps Cloud Managed Migration
Consulting Technical Services Service
Service Service

(N
',. SOTNATEK



Cloud Consulting Service

Key Features

Architecture
@ Auditing and
Enhancing

% s

Security and
Risk Assessment

Cloud

[ Roadmap and
Strategy
Development

/

Optimizing Cloud
Infrastructure

'\

N\

SOTNATEK



DevSecOps Key Features

Continuous Integration and Continuous Infrastructure Automation & Management

Delivery (Cl/CD) Provision and Manage Infrastructure
Automatically using Code

Security & Compliance Enhancing Containerization & Orchestration

Monitoring, Logging and Tracing

(N
" SOTNATEK



Cloud Operation Services Key Features

Security and Access Cloud Infrastructure
Management Management
Cloud Security Data Backup and
Monitoring & Recovery
Remediation
System Monitoring, Application Release
Patching & Supporting

Maintenance

Cloud Cost
Optimization

Comprehensive
Infrastructure
Monitoring

24x7x365 Support &
Incident Response

'\

h)

SOTNATEK



Migration Use Cases

Mov;ng ) keg(il.cy . Moving Cloud Hybrid
on-Premise to PP |ca.t|on. to Cloud Migration
Cloud Modernization

(N
" SOTNATEK



[Il. DETAILED PORTFOLIOS

Cloud Consulting:
DevSecOps:

Cloud Operation Service:
Cloud Migration:

Sept 2025



https://docs.google.com/presentation/d/1zBeh2fERWijO4UAPPgNkHizgI8MMLgv_/edit?usp=drive_link&ouid=117408213547728108708&rtpof=true&sd=true
https://docs.google.com/presentation/d/1s38UdCo-nq6LAJTUNyVBArz168rFe_8b/edit?usp=drive_link&ouid=117408213547728108708&rtpof=true&sd=true
https://docs.google.com/presentation/d/1n4IcEgWLapaV1VnDhI6ey4CJuNwUm1ny/edit?usp=drive_link&ouid=117408213547728108708&rtpof=true&sd=true
https://docs.google.com/presentation/d/1p7nyIEKYH8Mx0zsIKoIzkSx4oGHiwluD/edit?usp=drive_link&ouid=117408213547728108708&rtpof=true&sd=true
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| 1. Livepass: Online Ticketing platform

End User 1

- e

Web Users.

(]

Mobile App users

Administration 2

| Reviewed for technical accuracy
uly 5, 2023 © 2023,
Sotatek, Inc. or is afflates.
PRI i rights reserved. anhub
[ Designed by: tin.nguyen

Core Services 7 Caching - Redis Cluster 8
User Services
- : ] @ @ @
@ Node-01 Node-02 Node-03
sG] =1
i FrontEnd Event Services 10 Fraud Detection Engine 9
Load Balance FrontEnd Service virsgs
< |
v O ik
APIGW o
v Ticket Services Media
[—[_ |—|_ l_ I_ Bucket Lambda AWS
@‘ l . . . B ) o -
a
BackEnd
Load Balance Remote Service
™ * o i =
Payment Services
|_ Training
]I l Data Kinesis Fraud Detector
Security Hub E E
Notification Services Databases -RDS P
{8 =R
-4 K_2 K_2 K_7
81 : BB B B B
Seceret Manager Guardduty . ¥ N N ¢oN
Ins-01 Ins-02 Ins-03
Pipeline Services 12 AutoScaling ) Logging & Monttoring 4
(I
]| 3 -
I QI
Code Pipeline Codebuild Code Deploy Registry Event Bridge CloudWatch OpenSearch
0
i ¥
Developers 15 Operators 16 e 7
4 C -l
< > p, fee-es M |
ad M&a M @ @ o

End Users Part: Which provides Web endpoint and Moblle Application

Part: Endpoint

FrontEnd Part: Including Fronend Services and Its LoadBalancer

jay Part: Including and it

‘Security Part: WAF, ACM, SM and Guardduty

Queue: AWS Queue for RabbitMQ

Core Services: User, Event, Ticket, Payment and Notification Services.

Caching Part: Elastic Cache For Redis.

Fraud Detection Engine: Kinesis, Fraud Detector, SageMaker and Lambda

Storage Part: Including Media and Training Data

Databases: RDS Services

Pipeline Services: CodePipeline, Codebuild, CodeDeploy and ECR

Scaling Engine: Event Bridge and Lambda Function

Loy

Developers Part: Developer Zone inSotatek

Operators Part: Operator Zone

Alarm: Email and Slack Message

> Security Thread

<eeseenn-> Monitoring Thead ®-ooeoeeeeo» CICD Thread

Fig: LivePass Architect Proposal

CLIENT ISSUES:
Client has many relation in concert,
festival, sport event domain. They
have an idea to build ticket
platform  for booking online.
However, they lack of development,
support resources to make that idea
become product.

Our Cloud Team actions:

 After Business Consultant,
Software SA discussed with the
client, client’s vendor to clear
business flows, expected user
stories => Input: Conceptual
Architecture, Logical Flow,
Non-functional objectives.

@ Cloud Division has completed:

Cloud, DevSecOps technologies
design

Infrastructure as code
implementation

Dockerfile managing
DevSecOps implementation
System integration

Enhancing security, scalability,
observability.



| 2. X-Al Technology: Distributed GPU machine
managing system

Open Reverse SSH session
For application

Resolve DNS
Route53 n&
Provide:
! - CRUD request VM
i - Customer Domain
1 - Customer certificate > -
Update DNS record— [FE] GPU - WEB
Application [ ]
Jssuer Certificate, Lbaddalancer -
|—-—4rqu SSL cent | Internet |b_
( Cert Manager L .
L[BE] GPU-API Rockal
Call agent installed Ingress Nginx !
n Owner Machine Open Reverse SSH session Network
to Provision VM (.:‘:3 __Register e LoadBalancer
> i service 5
service
Service Discovery
(Consul)
Owner
Private Network v
e _ ProvslonBagon Host Security group
> Reverse SSH & “\ |- Allow Ingress 30054 from 0.0.0.00
Port - Allow Ingress 43522 from 0.0.0.0/0
30054 | I | |- Asiow Ingress 22 from Admin IP
Renter VM
(Provisioned by ; [ Allow all Egress from 0.0.0.00
Owner Machine) | t o domainy
! |
23 Port 1
43522 Bastion Host
e | —){34%
GPU PC, Server Tt Tt >
—> Reverse SSH: Auto Scaling Group
Port 80
Renter VM
(Provisioned by
Owner Machine)

CLIENT ISSUES:
Client has already implemented
market research. Then, they told
that “we want a system like this
website”. Very short description ...

Our Cloud Team actions:
:()°  Cloud Technical manager
paired with SA to reverse“that
website”, to identity key
technologies, key functions, keys
risks ... After that, it is
consulting, designing,
implementing, operating phase

@Cloud Division has completed:
System reverse
Cloud, DevSecOps technologies
design
Infrastructure as code
implementation
DevSecOps implementation
Dockerfile, Hem, Argo yaml
definition
Kubernetes Setting up
Security enhancing
Auto Scaling solution



| 2. X-Al Technology: Distributed GPU machine cuENT ISSUES:
managing system

End User

o

Mobin agp usars

| e
W

i
D

@
1D

i®

)

FEurse

sotsensee

o
o

o

[8=4)

of

i
4

= # 9

Fig: Architect Proposal

Client has already implemented
market research. Then, they told
that “we want a system like this
website”. Very short description ...

Our Cloud Team actions:

Cloud Technical manager
paired with SA to reverse“that
website”, to identity key
technologies, key functions, keys
risks ... After that, it is
consulting, designing,
implementing, operating phase

@ Cloud Division has completed:

System reverse

Cloud, DevSecOps technologies
design

Infrastructure as code
implementation

DevSecOps implementation
Dockerfile, Hem, Argo yaml
definition

Kubernetes Setting up
Security enhancing

Auto Scaling solution



I 3. Safere: Real Estate Investment Platform CLIENT ISSUES:

Client has existing investment
platform on VMs and they want to

@ (J move the platform to Cloud but

rﬁ they don't know how to do that.
Users Admin
CloudFront l ______________________________________________________________ ‘ Cybiax Secorty Team
5 é @ [E & ;

Traefik ALB Basion ADSK ALB WAF |
A - :
) ; Logging Monitoring ¢ . .
; o 2 s ciustr | Traefik @ Adsk g ) : Sreiocien “(,)-Our Cloud Team actions:
f Clstr . B ngress A" PR ngyses i . % 9 : ] | Assessed the existing
L = : ‘ : : : =9 IJ ) ; _
. ; @ R - @ . @ : — [ EEALA (] @ infrastructure, redesigned it for
: B P T o ‘ n : ek - improved performance, and
] = | = = | e @ @ - — | \.r) deployed the new architecture on
: § i 2o e A : Mail - AWS using best practices for
: A ‘ @ ‘ b 0 — scalability, availability, and security
' RDS 4 4 2

Development Team

A
s
> 0
Q
[e]

; ....... wie : S e ‘ ; : T
0 B @ @ B B |
: | @ @ PP pown i - o N - @ Cloud Division has completed:
ot T | P @ @ i 25 : AWS Organization and

B P
'
Q ] @ @ f Bt Sl - - - - E @ & Infrastructure Design
: 5 2 B j : Github Planning and Deployment
z . ®

Com mEmen = = | ngest : : Delivery Logging, Monitoring
Incident Management
Cost Optimization

§
i

Figure. Rafactor Architect Proposal

Monitoring Thread ---------- » SSU/TLS Internal Thread ~ ---------- » Logging Thread

""""" > Notif Thread ———> General Interaction Thread -» CUCD Thread




| 4. Ubet: Sport betting system

SAME EURO'S ARCHITECTURE.

'VENDOR LAYER

DATALAYER

CLIENT ISSUES:

Client is a sport betting platform,
they want to extend their business
with new idea “Betting on
blockchain networks, end-users will
deposit/ withdraw/ bet by a client
own blc token”. However, they lack
of experience & resources on
blockchain.

-(,)-Our Cloud Team actions:
Based on conceptual

architecture & Logical flow from
consulting team. Cloud team has
picked cloud technologies, cloud
architecture, DevOps pipeline,
Cloud Security ... to fit project’s
objectives.

@ Cloud Division has completed:

- AWS infrastructure
design

- Setting up
infrastructure by IaC

- DevSecOps Pipeline
implementation

- Enhancing observability
& security pillars.

- Product maintenance.



5. Chain Protocol: RPC Full Node as a

service

|

Jerkins

Application Load
Balancer

ALB Ingress
Controller

T m
: ; Gratana
ntProcessor | | Payment Crawier Payment API Register node H d
e Senvce Senvce Se :

lREST>

nice. rice nice
criptNests | | TypescriptiNestis | | Typescript Nests Typescript Nestjs

EKS
APIEndpoint

Aurora MySQL
Master

Routes3 Geo

|

Appiication Load
Balancer

ALB Ingress:
Controller

’_. Reds |« |

Repica apkey
Senvce

Request Counting
2l

Java
Hashicorp Consul

Network Load
Balancer

Nginx Ingress
Controller

=~

l 5 H “i-» Prometheus

Aurora MySQL

Cluster

nnode-monitor callback

Int from latest data

NodeStaking VPC ENDPOINT
Smarcontacts

Try to réaliime catchup C
: ONCHAN

Chain Protocol

Project Information:

° Type: infrastructure as a service

° Info: Build a laaS that provides RPC json API to blockchain
development teams as a service. This system will provide
infrastructure ( Computing, Storage, Network, Blockchain
runtime) automatically. Besides, authentication,
authorization, accounting is applied as functionalities.

° Website: https://chain.com/cloud

° Duration: 1 year

° Team size: 60 hcs (1Cloud SA, 3 devops, 2 sre, 1 software
SA, 3 devlead, 40-50 developers)

° Scopes: Consulting + Planning + Implementing + Training

Technologies
° Amazon web services, Terraform,Ansible, Python for
Automation Scripts, Jenkins, APl GW.Netflix Zull, Service
Mesh Consul, Jaeger, Prometheus, Grafana, kubernetes,
Docker, heml:
. Language: Geo, Python,Java, Reactjs, Solidity



6] laaS - Openstack VNPT-Tech Openstqck

Project Information:
Router C
. Cmenterede e Type: infrastructure as a service
- oo Weystem <% @ Info: Build a laaS based on Openstack Open Source for
= VNPT-Tech company. It will help IT Team provides infra
resources to other departments as a service.
[ Website: https://rdlab.vnpt-technology.vn
 Conl A1 -8 H Duration: 8 months
e Id et | o | Team size: 14 hes (1PM, 1 Teachlead SA, 5 infrastructure
Node 1 g . .
i engineers, 8 software engineer)
hoke? e Scopes: Consulting + Planning + Implementing + Training
—EEEIEIEIE
- =

M8 vnpt-technology.vn « STC-DevOps_Production «

VNPT Technology J¥

A MEMBER OF Ve

ins, Ceph Storage, KVM for

dentity * Q  #Create?

O NAME DESCRIPTION PROJECT ID DOMAIN NAME  ENABLED
PID‘.(lS
& From 02/05/2018 to 07/2020 PM: HanhNH Trién khai Jenkin, AutoTest Platform (vQMan, Robot R e .
Users Framework...) From 07/2020 PM: VHHT NgocOM/MInhPH1 Quin iy va duy tri TR technology.vn 2

5 vnpt
Groups o From 01/06/2019 to 31/12/2019 PM: LanNT/HanhPTH-ERP 05e407c60af842afa32443cfactfab72 v Yes
technology.vn

o From 01/06/2020 to 31/12/2020, PM: YenBTM 07182cd4a0954393b4722321a1109dea P ves
technology.vn

vnpt-
technology.vn

o SSDC, VPTC, Mimotech 077f7baac66a487e969d4eadbidaaate

= t-
o : STC_ONE-IoT_Certification LongDQ from: 08/2020 to 12/2020 0b79953082ef44497e88b5fad139856 P, Yes
technologyvn



